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Proximal Policy Optimization (PPO)
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Figure 1: PPO workflow, depicting the sequential steps in the algorithm’s execution. The process
begins with sampling from the environment, followed by the application of GAE for improved
advantage approximation. The diagram then illustrates the computation of various loss functions
employed in PPO, signifying the iterative nature of the learning process and the policy updates
derived from these losses.

reference: Secrets of RLHF in Large Language Models Part |: PPO



Reward Model

anan

user: Whatis 1 +1=7?
robotl: 3

robot2: 2

our target: reward] <reward2

\I

FoR?

reward model loss:

Training Objectives. To train the reward model, we convert our collected pairwise human preference data
into a binary ranking label format (i.e., chosen & rejected) and enforce the chosen response to have a higher
score than its counterpart. We used a bmary ranking loss consistent with Ouyang et al. (2022):

Eranking = —10g(0(?"9 (.’,U, yc) - ’-'“9(33, yr))) (1)

where rg(z,y) is the scalar score output for prompt z and completion y with model weights 6. y, is the
preferred response that annotators choose and y, is the rejected counterpart.

reference: Llama 2: Open Foundation and Fine-Tuned Chat Models



Value model
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Policy Gradient Methods SRESHERE
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MMLU (Z%RIBEIHEERR) https://paperswithcode.com/dataset/mmliu

MMLU (Massive Multitask Language Understanding) is a new benchmark designed to measure
knowledge acquired during pretraining by evaluating models exclusively in zero-shot and few-shot
settings. This makes the benchmark more challenging and more similar to how we evaluate humans. The
benchmark covers 57 subjects across STEM, the humanities, the social sciences, and more. It ranges in
difficulty from an elementary level to an advanced professional level, and it tests both world knowledge
and problem solving ability. Subjects range from traditional areas, such as mathematics and history, to
more specialized areas like law and ethics. The granularity and breadth of the subjects makes the
benchmark ideal for identifying a model’s blind spots.

yE: STEM: Science, Technology, Engineering, and Mathematics

question subject choices answer
string _ string - : sequence - I class label
. ] . 1 1 | ]

Find the degree for the given

field extension Q(sqrt(2),.. abstoact_algebzd LSRRG e o +
Let p = (l! 2! 5! 4) (2l 3) in 3_5 n n n n n n n n

. Find the index of <p> in S_5. distrast_algebia [ 8%, "5, Ted, Sl | :
Find all zeros in the indicated Sbstrant =l gebr [ "0", "1", "0,1", "0,4" ] 3

finite field of the given..

Statement 1 | A factor group of a
non-Abelian group is non-Abelian...

[ "True, True", "False, False",
abstract_algebra "True, False", "False, True" ]
Find the product of the given
polynomials in the given..

[ "2x72 + 5", "6x"2 + 4x + 6",
abstract_algebra ngn xAD 4 1% ] 1

Statement 1 | If a group has an
element of order 15 it must have..

[ "True, True", "False, False",

HERERSE, il LRt "True, False", "False, True" ]


https://paperswithcode.com/dataset/mmlu

MMLU-Redux (MMLUEIR) https://github.com/aryopg/mmlu-redux
MMLU-Redux is a carefully annotated version of the MMLU (Massive Multitask Language
Understanding) dataset to provide a more accurate and reliable benchmark for evaluating the
performance of language models.

MMLU-Redux consists of 30 MMLU subjects, each containing 100 randomly sampled questions. Please
refer to E@MMLU-Redux Dataset for more details.

MMLU-Pro ( MMLU % i) https://huggingface.co/spaces/TIGER-Lab/MMLU-Pro

We introduce MMLU-Pro, an enhanced benchmark designed to evaluate language understanding
models across broader and more challenging tasks. Building on the Massive Multitask Language
Understanding (MMLU) dataset, MMLU-Pro integrates more challenging, reasoning-focused
questions and increases the answer choices per question from four to ten, significantly raising the
difficulty and reducing the chance of success through random guessing. MMLU-Pro comprises over
12,000 rigorously curated questions from academic exams and textbooks, spanning 14 diverse
domains including Biology, Business, Chemistry, Computer Science, Economics, Engineering,
Health, History, Law, Math, Philosophy, Physics, Psychology, and Others.


https://huggingface.co/spaces/TIGER-Lab/MMLU-Pro

DROP ([SiEiEfE) https://paperswithcode.com/dataset/drop

Discrete Reasoning Over Paragraphs DROP is a crowdsourced, adversarially-created,
96k-question benchmark, in which a system must resolve references in a question,
perhaps to multiple input positions, and perform discrete operations over them (such as
addition, counting, or sorting). These operations require a much more comprehensive
understanding of the content of paragraphs than what was necessary for prior datasets.
The questions consist of passages extracted from Wikipedia articles. The dataset is split
into a training set of about 77,000 questions, a development set of around 9,500
questions and a hidden test set similar in size to the development set.

section_id query_id passage question answers_spans

string string string string sequence

nfl_2201 2fd4f473-af2b- To start the season, the Who caught the { "spans": [ "Mike
44ce-929a- Lions traveled south to touchdown for the Williams" ], "types": [
20c82fa6he2c Tampa, Florida to take on fewest yard? "span" ] %

the Tampa Bay Buccaneers.
The Lions scored first in
the first quarter with a
23-yard field goal by
Jason Hanson. The
Buccaneers tied it up
with a 38-yard field goal
by Connor Barth, then
took the lead when Agib
Talib intercepted a pass
from Matthew Stafford and
ran it in 28 yards. The
Lions responded with a
28-yard field goal. In
the second quarter,
Detroit took the lead
with a 36-vard touchdown


https://paperswithcode.com/dataset/drop

https://paperswithcode.com/dataset/ifeval

IFEval (Instruction Following Evaluation Datset, &4 RN EE)

This dataset evaluates instruction following ability of large language models. There are
500+ prompts with instructions such as

- "write an article with more than 800 words"

- "wrap your response with double quotation marks", etc.

https://huggingface.co/datasets/Idavidrein/gpga

GPQA stands for Graduate-Level Google-Proof Q&A Benchmark. (K %7K [ 2 Tk £

It's a challenging dataset designed to evaluate the capabilities of Large Language Models (LLMs) and
scalable oversight mechanisms. Let me provide more details about it:

* Description: GPQA consists of 448 multiple-choice questions meticulously crafted by domain experts

in biology, physics, and chemistry. These questions are intentionally designed to be high-quality and
extremely difficult.

* Expert Accuracy: Even experts who hold or are pursuing PhDs in the corresponding domains achieve
only 65% accuracy on these questions (or 74% when excluding clear mistakes identified in retrospect).

* Google-Proof: The questions are "Google-proof," meaning that even with unrestricted access to the web,
highly skilled non-expert validators only reach an accuracy of 34% despite spending over 30 minutes
searching for answers.

* Al Systems Difficulty: State-of-the-art Al systems, including our strongest GPT-4 based baseline,
achieve only 39% accuracy on this challenging dataset.



https://huggingface.co/datasets/Idavidrein/gpqa

https://paperswithcode.com/dataset/ifeval

SimpleQA (ZF- 24 ] 25 @) https://openai.com/index/introducing-simpleqa/

A factuality benchmark called SimpleQA that measures the ability for language models
to answer short, fact-seeking questions.

metadata problem answerxr

string ¢ string . : string
i'topic': 'Science and technology', 'answer_type': Who received the IEEE Frank Michio Sugeno
'Person', 'urls': Rosenblatt Award in 20107
['https://en.wikipedia.org/wiki/IEEE_Frank_Rosenbla

tt_Award',

'https://ieeexplore.ieee.org/author/37271220500",
'https://en.wikipedia.org/wiki/IEEE_Frank_Rosenblat
t_Award',
"https://www.nxtbook.com/nxtbooks/ieee/awards_2010/
index.php?startid=214#/p/20']}


https://openai.com/index/introducing-simpleqa/

FRAMES: Factuality, Retrieval, And reasoning MEasurement Set (=524 7] 25)

FRAMES is a comprehensive evaluation dataset designed to test the capabilities of Retrieval-Augmented
Generation (RAG) systems across factuality, retrieval accuracy, and reasoning. Our paper with details
and experiments is available on arXiv: https://arxiv.org/abs/2409.12941.

* 824 challenging multi-hop questions requiring information from 2-15 Wikipedia articles

* Questions span diverse topics including history, sports, science, animals, health, etc.

 Each question is labeled with reasoning types: numerical, tabular, multiple constraints, temporal, and

post-processing

* Gold answers and relevant Wikipedia articles provided for each question

https://huggingface.co/datasets/google/frames-benchmark?row=0

Unnamed: 0
inté4

Prompt
string

If my future wife
has the same first
name as the 15th
first lady of the
United States'
mothexr and her
surname is the
same as the second
assassinated
president's
mother's maiden
name, what is my
future wife's
name?

Answer
string

Jane Ballou

wikipedia_link_1
string

https://en.wikipedia.org/wiki/President_of_the_Unit
ed_States


https://arxiv.org/abs/2409.12941
https://huggingface.co/datasets/google/frames-benchmark?row=0

AlpacaEval https://github.com/tatsu-lab/alpaca eval?tab=readme-ov-file#data-release

Evaluation of instruction-following models (e.g., ChatGPT) typically requires human interactions.
This is time-consuming, expensive, and hard to replicate. AlpacaEval in an LLM-based automatic
evaluation that is fast, cheap, replicable, and validated against 20K human annotations.

AlpacaEval 2.0 with length-controlled win-rates (paper) has a spearman correlation of 0.98 with
ChatBot Arena while costing less than $10 of OpenAl credits run and running in less than 3 minutes.
Our goal is to have a benchmark for chat LLMs that is: fast (< Smin), cheap (< $10), and highly
correlated with humans (0.98). Here's a comparison with other benchmarks:

—/> B PR R BRBE RE T ROINER , AT 70 RUA LA FE e X $1)0.98

Chat Arena Spearman correlation

& O
@ on o\’b
& &
A
2
ng


https://github.com/tatsu-lab/alpaca_eval?tab=readme-ov-file#data-release

Areana-Hard 5 4> ER i 1 https://github.com/Imarena/arena-hard-auto

Arena-Hard-Auto-v0.1 (See Paper) is an automatic evaluation tool for instruction-tuned
LLMs. It contains 500 challenging user queries sourced from Chatbot Arena. We
prompt GPT-4-Turbo as judge to compare the models' responses against a baseline
model (default: GPT-4-0314). Notably, Arena-Hard-Auto has the highest correlation
and separability to Chatbot Arena among popular open-ended LLM benchmarks (See

Paper).

',"turns": [{"content":"Use ABC notation to write a melody in the style of a folk tune."}1}

',"turns": [{"content":"SOLVE THIS IN C++ : There are three cards with letters a\n, b\n, c\n placed in a
anges","turns": [{"content":"Explain the book the Alignment problem by Brian Christian. Provide a synops
anges","turns": [{"content":"Design a semikinematic mounting for a right angle prism with preload providt
{"content":"I have a dataset which contains a list of 2D images, given a new image, how to find the clo:
{"content":"I have black and white images with 1 pixel width white horizonal lines going through the im:
3","turns": [{"content":"if you were a corporate law with 15 years of mergers and acquisitions experience
5","turns": [{"content":"Describe how to incorporate AI in the private equity deal sourcing process"}]}
‘,"turns": [{"content":"how does memory affect performance of aws lambda written in nodejs"}1}


https://github.com/lmarena/arena-hard-auto

Code



LiveCodeBench https://livecodebench.qgithub.io/

LiveCodeBench is a holistic and contamination-free evaluation benchmark of LLMs for
code that continuously collects new problems over time. Particularly, LiveCodeBench also
focuses on broader code-related capabilities, such as self-repair, code execution, and test
output prediction, beyond mere code generation. Currently, LiveCodeBench hosts over 300
high-quality coding problems published between May 2023 and February 2024. We evaluate
29 LLMs on LiveCodeBench scenarios and present novel empirical findings not revealed in
prior benchmarks.

& &

AcCoder

Problem Statement User Solution
You are given a positive integer def count(nums):
array ‘nums’. Return the total freq = Counter(nums)

cnts = freq.values()

frequencies of elements in max_freq = max(cnts)

‘nums’ such that those

Input return (
elements all have the cnts.count(max_freq)*
maximum frequency. nums = [1,3,3,4,4] ) max_freq
— R
M-y B, T
/ . T S \ T —
P \ TUEm
/ a e -
/ Code Generation \ i Self Repair \ Test Output Prediction Code Execution
Step 1.3 and 4 have th
def count(nums): def count(nums): = a? BYERIS count([1,3,3,4,4])==27
freq = Counter(nums) freq = Counter(nums) maximum requenues' Ansis 4
max = freq.values() max = freq.values() Step 2. max frequency is 2
count = len([ count = len([ Step 3.2*2is4
k for k; v -dn k for k, v in Step 4. Ans is 4
freg.items() freg.items()
if v == max if v == max
N 1 & IREiR(E @
\ return count / \_ return count KX J

LiveCobeBencH collects problems from periodic contests on LeetCope, ATCoDER, and CODEFORCES
platforms and uses them for constructing a holistic benchmark for evaluating Code LLMs across
variety of code-related scenarios continuously over time.


https://livecodebench.github.io/

Codeforces {SIBHETHE, EUFACMLLE

https://codeforces.com/help#q1

BMmsS<, £i&IR Codeforces MANZITHREP, (FENZEPHNERERRTE,
XEH EEREHESAEIEEDERMEFH TN, BBLEE 7 ERERRS ZMHAIA,
BB EE T LA T8l (BMERDERBIEBERREFFIRIESIIRRSER) . X
HREE BN SEEHMSEEZNRADE, TBEIHER, FRHEXERASEZAEE
FRYMLE. Eitb, {RelLAERIARNBRSRZHBIEREDE. RELR G, FrEEd
T IR BRI TR RR S RS ER AN —ENA T, E=aEE, F580
BESTFE ((FREROEENEEWR, KENDEHEEZ) | FRINBNKESIORRS %L K
I EGESIEINS 28,

— Top rated

# User Rating
1 tourist 3856
2 jiangly 3747
3 orzdevinwang 3706
4 iqdai0815 3682
5 ksun48 3591
6 gamegame 3477
7 Benq 3468
8 Radewoosh 3462
9 ecnerwala 3451
10 heuristica 3431

Countries | Cities | Organizations View all —



https://codeforces.com/help#q1

SWE Verified
https://www.kaggle.com/datasets/harrywang/swe-bench-verified

SWE-bench Verified is a subset of 500 samples from the SWE-bench test set, which have
been human-validated for quality. SWE-bench is a dataset that tests systems’ ability to
solve GitHub issues automatically. See this post for more details on the human-validation

Process.

The dataset collects 500 test Issue-Pull Request pairs from popular Python repositories.
Evaluation 1s performed by unit test verification using post-PR behavior as the reference
solution.

The original SWE-bench dataset was released as part of SWE-bench: Can Language
Models Resolve Real-World GitHub Issues?


https://www.kaggle.com/datasets/harrywang/swe-bench-verified

Polyglot leaderboard
https://aider.chat/docs/leaderboards/

Aider’s polyglot benchmark asks the LLM to edit source files to complete 225 coding
exercises from Exercism. It contains exercises in many popular programming
languages: C++, Go, Java, JavaScript, Python and Rust. The 225 exercises were
purposely selected to be the hardest that Exercism offered in those languages, to
provide a strong coding challenge to LLMs.

This benchmark measures the LLM’s coding ability in popular languages, and whether
it can write new code that integrates into existing code. The model also has to
successfully apply all its changes to the source file without human intervention.


https://aider.chat/docs/leaderboards/

Math



AIME 2024 (EE ST H7maEH, H£30iE)
https://huggingface.co/datasets/Maxwell-Jia/AIME 2024?row=0

This dataset contains problems from the American Invitational Mathematics
Examination (AIME) 2024. AIME is a prestigious high school mathematics
competition known for its challenging mathematical problem:s.

Problem
string

Let $x,y$ and $z$ be positive real numbers that
satisfy the following system of equations: \
[\log_2\left(ix \over yzi\right) = {1 \over 2%\] \
[\log_2\left({y \over xzi\right) i1 \over 3%\] \
[\log_2\left({z \over xy}i\right) 31 \over 4%\]
Then the value of $\left|\log_2(x"4y”r3z~2)\right|$
is $\tfracim?{nt$ where $m$ and $n$ are relatively
prime positive integers. Find $m+n$.

Let $0(0,0), A(\tfraci1ti2%, 0),$ and $B(0,
\tfraci\sqrti{3}1}{2%)$ be points in the coordinate..

Jen enters a lottery by picking $4$ distinct
numbers from $S=\4{1,2,3,\cdots,9,10\%.$ $4%..

Alice and Bob play the following game. A stack of

- a .

Solution
string

Denote $\log 2(x) = a$, $\log_2(y) = b$, and
$\log _2(z) = c$. Then, we have: $a-b-c = \frac{1?
123$, $-atb-c = \frac{1i{3}1$, $-a-b+c = \frac{i}
{41%$. Now, we can solve to get $a = \frac{-7%1{24%,
b = \frac{-93§24%, c = \frac{-5%{121$. Plugging
these values in, we obtain $|4a + 3b + 2c| =
\frac{25%{8% \implies \boxed{033%$.

Begin by finding the equation of the line
$\overlinefABt$: $y = -\sqgrt{3ix + \fracf\sqrt{3i..

This is a conditional probability problem. Bayes'
Theorem states that \[P(A|B)=\dfrac{P(B|A)\cdot..

Let's first try some experimentation. Alice


https://huggingface.co/datasets/Maxwell-Jia/AIME_2024?row=0


MATH-500

https://huggingface.co/datasets/ankner/math-500

500iE £ ik, a2 M H K
problem
string

21 k

The areas of three squares are 16, 49 and 169. What
is the average (mean) of their side lengths?

Find all $x$ such that $\1floor \lfloor 2x \rfloor
- 1/2 \rfloor = \1lfloor x + 2 \rfloor.$

Sequence $B$
Each sequence stops as..

Sequence $A$ is a geometric sequence.
is an arithmetic sequence.

In the game Deal or No Deal, participants choose a
box at random from a set of $26,$% one containing..

Find the domain of the function $f(x) =
\tan(\arccos(x"2)).%

In triangle $ABC,$ $AB = 13,$% $BC = 14,% $AC = 15,%
and point $G$ is the intersection of the medians...

1

RO RS A

level
string - classes

S
Level 2
Level 5
Level 4
Level 4
Level 4

Level 5

type
string - ¢

Prealgebra

Intermediate
Algebra

Algebra

Counting &
Probability

Precalculus

Geometry

Next >

iHXMEE (level1-5)

solution
string - Iengths

Since the areas of
169, then their sid

Observe that $\1flo
it follows that $\1

The terms of sequen

$32,% $64,% $128,%

Seven of the boxes
a participant is go

For $\arccos (x"2)$
\le x*2 \le 1,% whi

Since a $13-14-15%
and a $9-12-15% tri


https://huggingface.co/datasets/ankner/math-500



China National Mathematical Olympiad (CNMO) 2024
https://huggingface.co/datasets/opencompass/LiveMathBench

PEEFEMIL =

question: A sequence $y_1,y_2,\dots,y_k$ of real numbers is called \emph{zigzag? if $k=1%
answer: $\frac{2n+2%{3%$

guestion_type: Problem-Solving


https://huggingface.co/datasets/opencompass/LiveMathBench
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CLUEWSC2020

qitI E it

Winograd Scheme Challenge (WSC) 2—3[iEEIEAES. FiRSHECLUETRE
WSCHREAE

RIFr ) FPRICIEFERIZ I N EiE. B LERABIRISIUEI, 0:

GF: XEHMREER LIELSIARIFIIN T, FHREIEE, RAXREEHENHRTE, W
EERAN T, FEART "B BEANE K . "ML B’ "FH ?

$HEKIR: #HEHECLUE benchmarkigt, NPEMZERZERPHE, BRIES
ERALHE, 1RE.

SRR

{"target": {"span2_index": 37, "span1_index": 5, "span1 text": "FK", "span2_text": "&
"}, "idx": 261, "label": "false", "text": "IXBHERRIER LALLZBAIFHIE 7, FRAEIET
B, RARZBEFREIATHE, WEBEAW T, "} "true"RMCEFESSEREN
spanl_textFRYFIERY, "falseVRAR. #HdREX/M:

WEREE: 1244
HFRE: 304



https://github.com/CLUEbenchmark/CLUEWSC2020

C-Eval E— 1 2ENFNEMEREHEENH. BE8E 7T 139481 SINikiFER,

R 7 S2NARERFRANT M MEER 5.

https://cevalbenchmark.com/index zh.html

EMEBS TAER/Electrical Engineer
iEffit&lf/Metrology Engineer
AZ4RFE/College Programming

HEHER/Computer Architecture

B{FRLE/Operating System
HHEHM4/Computer Network
BE##5/Discrete Mathematics
WZ %51+ /Probability and Statistics
BEHF/Advanced Mathematics
KZE{Z/College Chemistry

K24 /College Physics
B[EZ/Veterinary Medicine
B4/ High School Biology
BFE/High School Chemistry
=¥ /High School Physics
BE5#EF/High School Mathematics

@ /Middle School Chemistry
#471/Middle School Physics

#h4EY/Middle School Biology
#$#E/Middle School Mathematics

&/ Teacher Qualification
TEEHE/Business Administration
ERRBENPESEHSE VERERBRIS
/Mao Zedong Thought

OB VEAREE/Marxism
KZ4Z5%/College Economics
#EZ/Education Science
ShihiE/High School Geography
= Eia/High School Politics
#hieiE/Middle School Geography
#FhEia/Middle School Politics

MBI TRE )M

/Environmental Impact Assessment Engineer

AR 2 HLK
/Urban and Rural Planner

SEMERS LA2M/Fire Engineer
EJf#E#E/Physician
FigEIf/Tax Accountant
EMSitB/Accountant

A% R/Civil Servant
IfARES/Clinical Medicine
EMiES/Basic Medicine
EY{RIF/Plant Protection

{KEZ/Sports Science

Ei5%&&/Professional Tour Guide
%R/ Legal Professional
ZARZ/Art Studies

PEIESEXF
/Chinese Language and Literature

EF/Law

BiE%/Logic

BREREFSAEEM

/ldeological and Moral Cultivation
ESRHE/Modern Chinese History
BhFH$E/High School History
BiEX/High School Chinese
#FHSE/Middle School History


https://cevalbenchmark.com/index_zh.html

Chinese SimpleQARBNMERESELAEFENNFIGFENE, AT HEHESRE
EIZEERNELY, FEEAMIR (A4, ZHt. BRE. 75 2
FiHE) . FAIBNEERES TNEEETFFN99 NS F TR,
https://github.com/OpenStellarTeam/ChineseSimpleQA/blob/master/REA
DME zh.md



https://github.com/OpenStellarTeam/ChineseSimpleQA/blob/master/README_zh.md

